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Current learned CNN-based descriptors

Fully- (weakly-) supervised methods

Accurate and discriminative

Robust to illumination changes
Good generalization

Require ground-truth data (SfM 
or relative camera poses)

Unsupervised methods

Easy to get data

Good generalization

Poor illumination invariance

Not very competitive



Goal

UnsupervisedFully- (weakly-)

 supervised

Credits: https://salesgravy.com/your-beliefs-bridge-the-gap-between-goals-and-results/ 
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Goal

A method:

Easy to get training data
Good generalization
Robust to illumination changes
Competitive with fully- (weakly-) supervised methods



Our approach: HNDesc

Robust to illumination changes
Easy to get training data
Good generalization
Competitive with fully- (weakly-) supervised methods



HNDesc: Photorealistic Style Transfer

Robust to illumination changes
Easy to get training data
Good generalization
Competitive with fully- (weakly-) supervised methods



HNDesc: Photorealistic Style Transfer

•  Following [1], we use the contributing views of AMOS Patches [2,3]


•  The following 2 styles have been considered:

•  The watermarks and timestamps have been removed


[1] Melekhov et al.: Image stylization for robust features. ECCVW 2020 

[2] Jacobs et al.: Consistent temporal variations in many outdoor scenes. CVPR 2007


[3] Pultar et al.: Leveraging Outdoor Webcams for Local Descriptor Learning. CVWW 2019

dusk

night



HNDesc: Style CNN

content stylized image

[1] Li et al.: A Closed-form Solution to Photorealistic Image Stylization. ECCV 2018

style



HNDesc: H-crops generator

Robust to illumination changes
Easy to get training data
Good generalization
Competitive with fully- (weakly-) supervised methods



HNDesc: H-crops generator

crop 1

crop 2

crop 1 = ℋ(crop 2)



HNDesc: Descriptor CNN

Robust to illumination changes
Easy to get training data
Good generalization
Competitive with fully- (weakly-) supervised methods



HNDesc: Descriptor CNN

•   R2D2 architecture [1]


•   CAPS (only fine descriptors are used) [2]

[1] Revaud et al.: R2D2: Reliable and repeatable detector and descriptor. NeurIPS 2019 
[2] Wang et. al: Learning feature descriptors using camera pose supervision. CVPR 2020



HNDesc: HN-mining block

Robust to illumination changes
Easy to get training data
Good generalization
Competitive with fully- (weakly-) supervised methods



image 1 image 2

HNDesc: HN-mining block (in-pair sampling)
Anchors Positives
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The index of non-matching descriptor       :pn



HNDesc: HN-mining block (in-batch sampling)

The index of non-matching descriptor       :pn

p1 p12 p27 p39 p51 p73 pM𝒫 = { }



HNDesc: HN-mining block (in-pair vs. in-batch)



Training Pipeline

•  We use Phototourism (P) and MegaDepth (M) datasets;


•  For each image, we generate 12 stylized versions, i.e 6 for each of 2 styles;


•  Adam optimizer, 1 RTX 2080Ti



Benchmarks

•  Sparse feature matching (HPatches dataset);


•  Image-based localization (Aachen Day-Night, Tokyo24/7 and InLoc datasets);


•  Image retrieval (ROxford5k, RParis6k).




Benchmarks: Sparse Feature Matching

Color Augmentations (CA)

Style Transfer (ST)

ST + CA

*-U ==



Benchmarks: Sparse Feature Matching

Color Augmentations (CA)

Style Transfer (ST)

ST + CA



Benchmarks: Visual Localization

Color Augmentations (CA)

Style Transfer (ST)

ST + CA



imelekhov.com/hndescHNDesc - unsupervised local descriptor

HNDesc = synthetic homography + photorealistic style transfer + HN mining

http://imelekhov.com/hndesc

